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SIMULATIONS OF THE ASCOT BRUSH CREEK DATA BY A NESTED-GRID,
SECOND-MOMENT TURBULENCE-CLOSURE MODEL AND
A KERNEL CONCENTRATION ESTIMATOR

T. Yamada, S. 3unker, and E. Niccum

Los Alamos National Laboratory
Los Alamos, New Mexico 87545

1. INTRODUCTION

Yamada and Bunker (1986) demonstrated that
a three-dimensionel hydrodynamic model, HOTMAC,
(Higher Order Turbulence Model for Atmospheric
Eptcnluttcnl) reproduced nocturnal drainage flows,
norning transiiion and convective upvalley and
upslope flows observed during the 1982 ASCOT
(Atloaphcrle Studies in COmplex lcrtnln) field
canpaign in Brush Cresk, Colorado. We also showed
that a Nonte Carlo octaristical diffusion model,
RAPTAD (RAndom Particle Transport And Diffusion)
driven hy the outputs (mean and turbulence
variables) from HOTMAC simulated well the struc-
ture of an 3'6 tracer plume and obteined a
wvertical profile of concentration similar to the
one observed,

In the previous studies (Yamads, 1981 and
1985; Yamada and Bunker, 1986), the coancentration
at a given time and location was deterained by
counting the number of particles in an imaginary
sampling volume. The computed concentration level
could vary considerably depending on the size of
the sampling volume and number of particlen used
{n the computation. PFor example, if the sampling
volume 13 very small, the concentration distridbu-
tion becowmes very nolsy., On the other hand, if
the saapling volume is too laige, the concentra-
tion distridution i» oversmoothed. Theoretically,
the sampling volume problac {s elisinated by
releasing an {nfinite nueber of particles in the
computation. Of course, it is impoesible in prac-
tice, or at laast very expensive, to relesse an
fnflnite number of particles.

A “keraci” density estimstor {s used in
this study vhere sach particls represents s tenter
of a puff, Various funciional furme mey be as-
sumed to express the conceatration distribution in

the putf. One of the simplest vays is to

MASTER

assume a Gaussian distribution vhere variances are
deternined as the time integration of ths velocity
vari{snces sncounterd ovar the history of the puff.
The concentration level at a given time and space
is deternined as the sum 0of the concentrations
each puff contributes. The kernel method requires
oo imaginary saspling volumes and produces a
smooth concentration distribution with a much
sealler number of particles than required for the
previous particle method.

2. RAPTAD (RAndom Particle Transport And
Diffusion)

~ A brief description of RAPTAD is given

here.
Locations of particles are computed from
x,(teat) = x (t) + Uogbt Y]
vhere
Up‘ - Ui.+ U (2)

u‘(t + At) = lu‘(t) + bou‘ ¢+

) 2
613(1-0)&'“‘1?‘—(0“1) N (3)
a = nxp(-At/th ) (4)
i
and
b e (1-ad)t/2 ()

In the above expressions. U
velocity in xi direction, U‘
turbulence velocity, { a random number from a
Gavssian distribution with sero mean and unit

pt 1s the particle

mean velocity, vy
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Lx the Lagrangian integral time for
i

the velocity Ui 0“1

vatiance, t
standard deviation of

velocity fluctuation u, and 5” is the Dirac
delta. The last term on the right-hand sice of
Eq. (3) was introduced by Legg and Raupach (1982)
in order to correct accumulation of particles in
inhomogeneous turbulent flows. The mean velocity

U‘ and standard deviation of velocity o, are ob-
i
tained from & hydrodynamic model, HOTMAC.

3. KERNEL DENSITY ESITIMATOR

Concentration y at (X, Y, Z) is estimated

by using the following expression:

I(X. Y, 2) =
N 1 (x, - %)
Qat I 1 exp(- 3 %y )
3/2 2
(2n) ksl °xk ayk d'k c"k
2
® exp(- % (yk -0 )
uyk
2
o{exp(- % (2, - 2) )+
2
ozk
L(e, +2-22)2
exp(- 3 "k &) (o)
2
O'k

where (xk. Vi, 'k) is the location of k th

particle, % and o, are standard deviations

o
LI K
of a Geussfan distribution; and l‘ is the ground
elevation. The variances are estimate? based on
Taylnr“s 71921) homogeneous diffusion theory. For

example, °y is obtained from

2 2 (t
o, = 20, fg [ R(C)dCat =
202 ¢ (t 4t axp(~ ~=) = ¢, ) (n
v Ly Ly t Ly °

Ly

where a correlation function R({) = exp (Zt-g-) i

Ly
used. Equation (7) is approximated by

o, = a, t for t<t (8a)

y
and

Ly '

az-Zt.

2
y Ly % t for t>2tLy . (8b)

Although the turbulence field in general is not
hosogeneous, wve assume the theory is applicable
over a short time period, such as an integration
time stap (10 sec. in this study]. Therefore,

o (t+ at) = oy (t) + o bt for tiZtLy s (%)
and

2 2

[} t + At t) +

y ( ) = o (t)

2t 02 At for t>2t (9b)
Ly “v Ly °

are used in this study.

In & vimilar fashion,

o, (t+at) =0 (t) + o bt for te2t, ., (10a)

2 2

o, (t+a¢) = o, (v) +
2t ozAt for t>2t (i0b)

Lx"u Lx °
o (t 4+ At) = o, (e) + o 0t for ey, o, (lia)
and
a2 (t 4+ At) = az (t) + 2¢ ozm for 2t ,(11b)
s s Lz°w Le'

where the standard deviations %, ¢ and a9, at
L]

v
eucl particla location aze obtsined by {nter-

polacion of grid values.

b. COMPARI S0 WITH ANALYTIC SOLUTION

We have salacted a hypotheticsl condition
in order to test the accuracy of s RAPTAD kcenel
denrity ectimator., Under the assymption that the
vwind and turoulence Gistributious ara homogeneous,
concentration x (X,Y,2) from & point source is
described by & Gaussian distributiont

po S -0 )] L

[
n oya' U y 1



where Q is an emission rate (g/s), U mean wind
speed (m/s); ay and o, standard deviations {a the
y and z directions, respectively,
The concentration in the horizontal plane
at the source height is given from Eq. (12) as
x expl- 1 ( Ya-)’] . (13)
y

* U
Znoy o,

Assuning o, = 2 v/s, the variance o is computed
from Eq. (7) where t’Ly = 10000 s is used. o 1is
similarly computed where o, * 0.02 m/c aud
"l.: = 20 » are assumed, Horizontal wind speed
Uem 10 m/s is slso sssumed. The concentration
distribution (1::310 x) is shown in Fig. 1.

120

x (km)

Fig. 1. Gaussdan plume concentration distribution
on the honizontal plane at a sounce
height, Concentration x (9/m’) 4is given
4n terms of Logyy (X) where Zhe source
emisaion nate <8 1 g/s.

Now we apply RAPTAD undar the same
meteorological conditions, i.e¢., U= 1O m/s, o, *
2 m/e, tLy = 10000 @, 7, " 0.02 m/s, and
t,, " 20 1o addition, o, = 1 n/s and
t'Lx ® 10000 s are assumed. We released 1 particle
per 10 & and computed particle locations avery
10 o using Eqs. (1) through (5). A total of 2000
particles vere released and the particle diatribu-
tions io a 120 x 120 knz domain is shown in
Fig. 2. First, the concentrations were determined
by ecounting the number of particles {n equal
volume boxes {n the computation domain. The
volume of each box was 2 km x 2 km x 200 m. The
concentration distribution is very nolsy (Fig. 3)
indicating the sanmpling volume is too small and
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Fig. 2. Distribution of 1,200 particles progected

on Zthe honizontal plane at & source
height.
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Fig. 3. Concentration distrdlbution obtained by

counting Lhe numer of particles {in sam-
pling boxes of 2 km x 2 kmx 200 m.
Concencration contours and emission rate
as 4n Fig. 1.
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Fig. 4. Sam as fon Fig. 3 except the sampling

boxes are 10 &m x 10 km x 200 m.
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Fig. 5. Distribution of 120 parnticles projected on
Zhe horizontal plane at a source height.
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Fig. 6. Distaibution of puffs, represented by el-
Lipses of g9, x Uy. centered at particle
Locations shown in Fig. 5.

-~

N

9
8- /
7 et
~

3 -8.0 u\
8 Bj - > >
LS—— 8,0
-
-2 7 .5 I
J \‘9.0 /
] $.s
[-] ¥ b Y \J
] 2 9% 60 [ 4 100 120
x [hm)

Fig. 7. Concentration distribution obtained by a
kernel method, Concentration contours
and emissior rate as in Fig. !

the number of particles released is not large
enough. When the sampling volume was enlarged to
10 km x 10 km x 200 m, the concentration distribu-
tion was oversmoothed (Fig. 4), particularly ia
the regions near the source vher: s plume was very
narrowv.

The problems associated with the sampling
volume and number of particles released are
greatly reduced when the kernmel density estimator
is introduced to calculate concentration values.
Figure 5 shows the locations of particles and
Fig. 6 the puffs represented by ellipses of
o, % cy centered at particle locations. Only
121 particles are used, yet the concentration dis-
tribution (Fig. 7) is very similar to the
analytical solution (Fig. 1). If the number of
particles is increased by a factor of ten, the
contour lines (not shown) become smoother but es-
sentially the same as those shown in Fig. 7.

5. BRUSH CREEK DATA SIMULATION

Yamada and Bunker (1986) discussed in
detail the 1982 ASCOT Brush Creek experiment, the
hydrodynamic 1.0del (HOTMAC), and development of
nocturnsl drainage flows. The HOTMAC outputs and
a diffusion code, RAPTAD were used to simulate the
$l"6
released and consentration was obteined by count-

tracer data. A total of 9,000 particles were

ing the number of particles in an imaginary box of
30 » cube,

In this study, the concentration wac recomputed
by applying the Gauvssien kernel estirator
discussed in Section ). A total of only 900 par-
ticles weie relessed. The vertical profile of the
modeoled sr6 concentration averaged over one hour
Vetwean 6 a.@. and 7 a.m. at & site near the mouth
of Brush Creek {s compared with observation
(Fig. 8). The modeled and observed concentrations
agree well although the modeled values are
slightly swaller than the observations for the
first 250 m above the ground, The model overes-
timates the concentrations {n the higher
elevetions since puffs are assumed i» diffuse in
horiszontal directions rather thau in directions
parallel and perpendicular to the puff movement,
A simple constraint {mposed on cy<100 ®m corrected
most of the problem.
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